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Goal: Unit-level Analysis of Natural Language Representation

We show that individual units of CNNs learned on NLP 
tasks could act as natural language concept detectors 
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Previous Work on Unit-level Analysis

Seoul National University Kakao Kakao Brain Seoul National University
Code available at

• “Quote” units (Karpathy et al., ICLR workshop 16’) 

• “Sentiment” units (Radford et al., arXiv 17’) 

• “Natural Language Concept*” units (Ours)

Approach: Alignment Score between Units and Concepts
1. Train CNN (e.g. ByteNet) on language task (e.g. Translation)
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2. For each unit %, find top & sentences which highly activate it

co
nv

co
nv

co
nv

co
nv

co
nv

co
nv

co
nv

	�
��
���
���
��
	�
��


�

	�
��
���
���
��
	�
��


�

	�
��
��
���
��
	�
��


�

*We define concept as building blocks 
of natural language sentence; 
[Morpheme / Word / Phrase]
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'∗ for Unit %

3. Obtain candidate concepts from constituency parse tree of top 
6 sentences '&
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Why Unit-level Analysis of Representation?

More fine-grained insights 
of representation (Bau et al,. CVPR 17’)

Unit 151: airplane living room(0.31) sofa(37.87%) cabinet(12.32%)
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Generate explanation of given prediction
(Zhou et al., ECCV 18’)
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78 = {:2: “<ℎ>$”, :4: “ABCDE”, … ,
:G: “ABCE HB$ IJ EJKB:L>$M:”}

Candidate Concepts 

4. Compute alignment_score(concept OP, unit %) = 
>%(replicated OP)

Which Concepts are Sensitive to Each Unit?
github.com/seilna/cnn-units-in-nlp

• These units can serve as detectors for specific natural 
language concepts

• There are units capturing syntactically or semantically 
related concepts

en-de-news
(Translation)

en-fr-news
(Translation)

AG News
(Classification)

Yelp Review
(Classification)
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Which Concepts Appear More often?
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Concepts that (1) appear more often in training data & 
(2) have more influence on loss value are detected in more units

Concept Granularity Evolves with Layer

Layer Depth
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• Units are selectively responsive to specific concepts
• Our method successfully aligns such concepts to units

How Selectively does Each Unit Respond to Aligned Concepts?


